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Abstract - This seminar has three parts . Part one 

introduce the notion of super matrices . Part two 

discuss the notions of super linear algebra , the 

characteristic super polynomial of a linear 

transformation , the minimal polynomial , and 

Cayley–Hamilton theorem . In part three we 

have an application of using super matrices for 

solving BVP . 

Keywords :Super matrices ;Super linear algebra ; 
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PART ONE 

INTRODUCTION 

In this part we shall explain the notion of super 

matrices , super vector space  and give some 

examples on it .  

* Super matrices 

Definition(1.1):A super matrix is a matrix 

whose entries are matrices . 

Example(1.1): Let 
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35086

421653
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A  

Then A is a super matrix with two rows and 

two columns . 

Now let 
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Then we can write 
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A . 

Note :Sometimes a super matrix is called a 

block matrix .And we call the entries sub 

matrices or blocks . 

Definition(1.2):A super matrix of the form  
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is called a 

super diagonal matrix . 

Example(1.2): The super matrix 























=

52100000

00023400

00056700

00000048

00000065

A  is a 

super diagonal matrix . 

Definition(1.3):A super matrix D where Dii are 

square matrices is called a symmetrically 

partitioned super matrix . 



Example(1.3): The super matrix 
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897105

408444

518583

608665

888623

043145

A  is a 

symmetrically partitioned super matrix . 

 

PART TWO 

SUPER LINEAR ALGEBRA 

In this part we shall define the notion of super 

linear algebra and give some examples on it; 

also we shall discuss the characteristic super 

polynomial of a super matrix and Cayley-

Hamilton theorem . 

Definition(2.1) : Let V be a super vector space 

over the field F .We say V is a super linear 

algebra over F if and only if for every pair of 

super vectors α , β the product of α and β 

denoted by αβ is defined in V in such a way 

that : 

• ( ) ( )γαββγα =           Vα,β,γ∈∀ . 

• ( ) βγαγγβα +=+  and 

γβγαβ)γ(α +=+   Vα,β,γ∈∀ . 

• ( ) ( ) ( )cβαβcααβc ==       

FV,cα,β ∈∈∀ . 

Definition (2.2) : If a super linear algebra V

has an element I such that VaaI,Ia ∈∀= , 

then we call V  a super linear algebra with 

identity . 

Definition (2.3) : A super linear algebra V  is 

called commutative if Va,bbaab ∈∀= . 

Example  (2.1) : Let 

[ ]{ }5154321 ≤≤∈= i,Qx,xxxxxV i

be a super vector space over R .Define for 

Vα,β∈ ; 

[ ]54321 xxxxxα =  

and [ ]54321 yyyyyβ =  

[ ]5544332211 yxyxyxyxyxαβ =  

Where .i;R,yx ii 51 ≤≤∈   

 Then V is a super linear algebra over R , and 

it’s a commutative super linear algebra with 

unity [ ]11111 .  

Example (2.2) : Let 
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then V is a super linear algebra over Q  with 

the usual multiplication of matrices , and it's 

clear that V is a non-commutative super linear 

algebra with unity 
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Example (2.3) : Let V  be a super vector space 

over F then SL(V,V)   is a super linear 

algebra over F , under the operation of 

functions composition .  

Definition (2.3) : Let 

[ ]









=
Ffieldafromentrieswith

vectorsrowareA:AAA
V

ikL21

and let SL(V,V)T ∈  , ][ 21 kTTTT L= . 

The k-tuple ( )kc,,ccc ,21 K=  is called a 



characteristic super value of T  if there is a 

non-zero super vector Va∈  such that :  

( )
( )[ ]
[ ]kk

kk

acacac

aaa,c,,cc

caaT

K

KK

2211

2121

=

=

=

  

And we call a a characteristic super vector of 

T associated with ( )kc,,ccc ,21 K=  .  

Definition (2.4) : Let A be a square super 

diagonal matrix whose diagonal matrices are 

also squares , then the super determinant  of  A 

is defined as : 

where iA  is the determinant of Ai .

...,n,.........,i 21=  . 

Note : if A is a square super diagonal matrix 

whose diagonal matrices are also squares , then 

the super determinant of A is a super row 

vector .  

Example (2.4) : Find the determinant of A 

where : 
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7000000

0220000

0110000

0006400

0008500

0000011

0000037

A

  

Solution : 

[ ]7024

7
22
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85

11

37

−=









=A  

Definition (2.5) : A super polynomial is a 

polynomial of the form :  

( ) [ ];21 (X)P(X)P(X)PXP nK=  

pi(x) is a polynomial .1 ni ≤≤  

Example (2.5) : Let 

[ ]{ }(X)R(X)R(X)RV
172=  (X)R

i
is a 

polynomial of degree less than or equal i  with 

coefficients from the real numbers ,then V is a 

super vector space over R with the operation of 

addition and scalar multiplication , ( the 

dimension  of  V is 3+8+2=13 ) .It's clear that 

V is a super linear algebra over R if we define 

for 
P(X)(X)(X),PP ∈21 and 

[ ](X)P(X)P(X)P(X)P
1

1
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2

11 =
           

[ ](X)P(X)P(X)P(X)P
1
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[ ](X)(X)PP(X)(X)PP(X)(X)PP(X)(X)PP
1

2

1

1

7

2

7

1

2

2

2

121 =
 

Definition (2.6) : Let 



















=

nA

A

A

A

L

MOMM

L

L

00

00

00

2

1

   

be a square super diagonal square matrix with 

entries from a field F where Ai is a square 

matrix n1,2,......i = . Then the super 

polynomial : 

A)(xIP(X) −= det
 

[ ])A(xI)A(xI)A(xI n−−−= detdetdet 21 L

[ ]nfff L21=
 

 is called the characteristic super polynomial 

(Super characteristic polynomial ) of A .  
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Note : The order of  the super characteristic 

polynomial P(X) in the previous definition is 

)k,,k,(k n21 K  where ki is the order of the 

matrix Ai , ni1 ≤≤ . 

Example (2.6) : Let  
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4200

2400
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A  , then the characteristic 

super polynomial  of A is 
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[ ]44312 2 −−−−−= )(x))(x(x  

[ ]12813 22 −−−−= xxxx  

To find the characteristic super value we must 

find the zeros of the characteristic super 

polynomial : 

[ ](x)P(x)PP(x) 21=  

132

1 −−= xx(x)P                             

1282

2 −−= xx(x)P  

If    0132

1 =−−= xx(x)P  then 

2

133

2

493 ±
=

+±
=x  

And if 01282

2 =−−= xx(x)P  then 

 

724
2

1128

2

48648
±=

±
=

+±
=x

 

So the characteristic super values are : 
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Example(2.7): Let 
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1100

1100

0021

0012

A   

Then the super characteristic polynomial of A
is : 

[ ]2234)( 22 +−+−= λλλλλP . 

And if we solve 0)( =λP then the super 

eigenvalues are : 

[ ]i+= 111λ                                  

[ ]i+= 132λ  

[ ]i−= 113λ                                  

[ ]i−= 134λ  

With the associated super eigenvectors :
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Related to the super eigenvectors respectively .  

Definition (2.7) : Let [ ]nTTTT L21=  

be a linear operator on an infinite dimensional 



super vector space [ ]nVVVV L21=

of dimension ),,,( 21 nnnn L  over the field 

F , the minimal super polynomial for T is the 

unique monic super  generator of the super 

ideal of super polynomials over F which 

super annihilateT . 

This definition means that the minimal super 

polynomial [ ])()()( 21 xPxPxPP nL=  for 

the linear operator T is uniquely determined 

by the following properties :  

1) [ ]nPPPP L21= is a monic 

polynomial over the field F . 

2) [ ])(TP)(TP)(TPP(T) nn2211 L=  

[ ]000 L= . 

3) No super polynomial over F which 

annihilate T has smaller degree than P . 

In the case of square super diagonal square 

matrices A , we define the minimal super 

polynomial for A as the unique monic super 

generator of super ideal of all super 

polynomials over F which super annihilate

A . 

If the operator T represented in some ordered 

super basis by the super square diagonal 

square matrix  A , then T and A have the 

same minimal super polynomial , that is 

because 

[ ])()()()( 2211 nn TfTfTfTf L=  

is represented by the matrix 

[ ])()()()( 2211 nn AfAfAfAf L=

so that [ ]000)( L=Tf if and only 

if [ ]000)( L=Af

. 0))(Afifonlyandif0)(Tf:(i.e iiii ==
 

Theorem (3.1) : Let  T be a linear operator 

on an ),,,( nnnn L dimensional vector 

space [ ]nVVVV L21=  or ( let A be 

an ( )nn nnnnnn ××× ,,, 2211 L square 

super diagonal square matrix ). The 

characteristic super polynomial and minimal 

super polynomials for T (for A ) have the 

same super roots . 

Proof : Let [ ]nPPPP L21= be the 

minimal super polynomial for 

[ ]n21 TTTT L=       

( 
iPei :, is the minimal polynomial of 

niTi ,,2,1, L= ) . 

Let ( )kcccc L21= be a scalar . we 

want to prove 

[ ] [ ]000)P(c)P(c)P(cP(c) n21 LL ==
if and only if c  is the characteristic super 

value for T . 

First we suppose 

[ ]
[ ]000

)()()()( 2211

L

L

=

= nn cPcPcPcp

Then 

[ ]
[ ]nn

n

qcxqcxqcx

qcxPPPP

)()()(

)(

2211

21

−−−

=−==

L

L

where [ ]nqqqq L21=  is a super 

polynomial , since super degree of q is less 

than the super degree of . P

. )n,,2,1i)(Pdeg)(qdege(i, ii L=<
the definition of the minimal super 

polynomial P tells us that 

[ ]
[ ]000

)()()()( 2211

L

L ≠= nn TqTqTqTq
 

 Now choose a super vector 

[ ]nββββ L21= such that 



[ ]
[ ]000

)()()()( 222111

L

L == nnn TqTqTqTq ββββ

Now let 

[ ]
[ ]nnn

n

TqTqTq

Tq

βββ

βαααα

)()()(

)(

222111

21

L

L ===

Then 

 
[ ]
[ ]nnn TPTPTP

TP

βββ

β

)()()(

)(000

222111 L

L ==
 

[ ]nnnnnn222222111111 )β(T)qIc(T)β(T)qIc(T)β(T)qIc(T −−−= L

 

[ ]nnnn IcTIcTIcT ααα )()()( 22221111 −−−= L  

α)( cIT −= . 

And this c is a characteristic super value of 

T . 

Conversely suppose that c is a characteristic 

super value of T .say 

( ) ( )
[ ]
[ ]nn2211

nn2211

αcαcαc

)(αT)(αT)(αT

cT

L

L

=

=

= αα

 

With 

[ ] [ ]00021 LL ≠= nαααα
 

[ ]nnn TPTPTPTP αααα )()()()( 222111 L=

                 

[ ]nnn cPcPcP ααα )()()( 222111 L=  

α)(cP=  

But [ ]000)( L=TP then 

[ ] αα )(000)( cPTP == L  

So 0)( =cP  

 

Theorem(3.2): ( Cayley –Hamilton ) : 

If A is a given nn × matrix and )(λP is the 

characteristic polynomial of A defined as : 

)(det)( AIP n −= λλ  

Then 0)( =AP  

Proof : Let )( AtIadjB n −=  

Then according to the right hand fundamental 

relation of adjugate one has  

nnnn ItPIAtIBAtI )()(det)( =−=⋅−  

Since B is also a matrix with polynomials in t

as entries , one can for each i collect the 

coefficients of 
i

t in each entry to form a 

matrix iB of numbers , such that one has 

∑
−

=

=
1

0

n

i

i

i
BtB  

(The way the entries of B  are defined makes 

clear that no powers higher than 
1−n

t  occur). 

While this looks like a polynomial with 

matrices as coefficients, we shall not consider 

such a notion; it is just a way to write a matrix 

with polynomial entries as linear combination 

of constant matrices, and the coefficient 
i

t  has 

been written to the left of the matrix to stress 

this point of view. Now one can expand the 

matrix product in our equation by bilinearity : 

BAtIItP nn ⋅−= )()(  

∑
−

=

⋅−=
1

0

)(
n

i

i

i

n BtAtI  

= ∑∑
−

=

−

=

⋅−⋅
1

0

1

0

n

i

i

i
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i

i

i

n BtABttI  
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−

=

−

=
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1

0

1

0

1
n
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i
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i

i
BAtBt  

0

1

0

11 )( BABABtBt
n

i
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n

n ⋅−⋅−+= ∑
−

=

−−  



Writing 

nnn

n

n

n

n IcItcIctItItP 011

1)( ++++= −
−

L

One obtains an equality of two matrices with 

polynomial entries, written as linear 

combinations of constant matrices with powers 

of t  as coefficients . Such an equality can hold 

only if in any matrix position the entry that is 

multiplied by a given power
i

t  is the same on 

both sides; it follows that the constant matrices 

with coefficient
i

t in both expressions must be 

equal . Writing these equations for i  from n 

down to 0 one finds : 

no

niiinn

IcABnifor

IcBABIB

=−<<

=⋅−= −−

0

11

,0

,
 

We multiply the equation of the coefficients of 
i

t  from the left by  iA , and sum up; the left-

hand sides form a telescoping sum and cancel 

completely, which results in the equation : 

)(0 01

1

1 APIcAcAcA n

n

n

n =++++= −
− L  

This completes the proof. 

Example(3.8) :Consider the super matrix :
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Then the super characteristic super polynomial 

is : 

[ ]1225)( 22 −−−−= λλλλλP  

and

[ ]IAAIAAAP −−−−= 2

2

21

2

1 225)(

[ ]00
0000

0000
=








=  

PART THREE 

APPLICATION FOR BVP 

We will consider the use of block elimination 

for the calculation of generalized turning and 

bifurcation points for two point B.V.P`s . It 

will be shown that such algorithm will reduce 

the amount of work required in terms of LU-

factorizations to minimal . Since the 

discretization error of the approximated 

solution has an asymptotic expansion in terms 

of even powers of h  (the step size ) . This will 

lead to the use of some type of extrapolation to 

produce more accurate results . Finite 

differences will be used to discretize the two 

point B.V.P`s.  

The  following examples were used for 

numerical experimentation .We solved the one-

dimensional nonlinear problem : 

0'' =+ y
ey λ  on the interval [ ]1,0  

With the boundary conditions 

0)0()1( == yy which has a simple turning 

point at the critical parameter ; 513807.3=λ

with the initial guess 4.3=λ . The results for 

the fifth iteration with 

24

1
,

12

1
,

6

1
,

3

1
andh = using block 

elimination are given in Table 1. 

 

Using the results in Table 1 , we applied the 

Richardson extrapolation and obtained 

51378.3=λ . The results of the application 

of the extrapolation are given in Table 2 . 

 



It is clear from Table 1 that 0→g for the 

various values of h as expected . The CPU 

time is equal to 040.0 sec . 

Repeating the same calculations for 

24

1
,

12

1
,

6

1
,

3

1
andh = but without using the 

block-elimination this time . The results were 

almost the same are given in Table 3 . 

 

Again applying Richardson extrapolation on 

approximate values of hλ  the results are given 

in Table 4 . 

 

The CPU time is equal to 240.0 sec . It clear 

that the CPU time used with block elimination 

is 
6

1
 of the time used without block 

elimination . 

We also solved the system with 
50

1
h = using 

block elimination . With the same initial guess 

3.4λ = , we obtain the solution 

3.51295λ =  and 040.98533Eg −= . 

The CPU time was 0.190 sec . This shows 

that with such a large system , we were not 

able to obtain the same accuracy as we 

obtained in Table 3, also the time required is 4 

times that needed with Richardson 

extrapolation .  
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