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Abstract

This paper presents a parallel real time multiple ob-
jects tracking in dynamic environment, using Par-
ticle Swarm Optimization (PSO) algorithm. In our
master-slave system, we depend on domain decom-
position, where the master takes the objects and
distributes them to slaves, then each slave tracks its
object using PSO algorithm, and returns the new
position of the object. Color histogram is used to
model the object to be tracked. The experimental
results demonstrate the success of this system.

Keywords Multiple object tracking, Master-
Slave parallel approach, PSO algorithm

1 Introduction

Object tracking means following and detecting a
desired object in video sequences[1], multiple ob-
ject tracking is to track multiple moving objects[2].
It is a challengeable field of the computer vision
science; because of the illumination changing
which affects the color intensity, the complexity of
the object shape and motion, the object occlusion
etc. To enable tracking, we need an efficient
algorithm that satisfies the three constrains. 1) It
should be appropriate for real time cases. 2) It

should be suitable under object transformation. 3)
It should work under dynamic environment, and
illumination changes.
PSO algorithm is an optimization algorithm that
is inspired by the social behavior of a swarm of
birds, fishes etc. to find the optimal solution in a
search space [1]. To do this, each particle has a
position and velocity in all dimensions. A fitness
value is also maintained to evaluate the position
for each particle [2][3].
This algorithm is suitable for real time
application[4]; because of a set of individual
behavioral rules that allow reaching the optimal
or near the optimal solution quickly. Parameters
of this algorithm are limited which makes it easy
to optimize them.
The main contribution of this paper is to track
multiple general purpose objects defined by the
user regardless of their shape, color, size, and
direction of motion in parallel processors. This
work is the first for tracking parallel multiple
objects using PSO algorithm. We are the first by
the idea each processor tracks its own objects.

Outline This paper is organized as follows. Sect
2 studies related works, and sect 3 discusses the
methodology, standard PSO, PSO-based tracking,
and parallel multi object tracking, while sect 4
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gives the results, finally the conclusion.

2 Previous work

There are many methods have been used for
tracking such as mean shift algorithm[5] which
is suitable in case of partial occlusion, but it
is fail when the movement of the object is fast
[6] , particle filter algorithm[7] is widely used
but it suffers from the sample impoverishment
problem[8]. It is proved that PSO algorithm in [9]
is more efficient than particle filter.
Jilkov et al, (2011)[10]used a parallel particle filter
algorithm for tracking multitarget, this algorithm
is based on the Joint Multitarget Probability
Density (JMPD) algorithm for multiple target
tracking. The resample phase on the particle filter
is parallelized. The results report the success of
this method to track multitarget up to 50.
Thida et al,( 2009) [6]build a multi-objects
tracking in crowed scene using PSO. The fitness
function for their system is defined using color
based covariance matrix. Their experiments
proved the success of PSO for tracking multiple
objects.
there are several works for object tracking using
PSO[11].

3 Proposed Method

1. Standard PSO
PSO algorithm has three phases, initial-
ization, optimization and termination. In
initialization phase all particles are randomly
initialized by applying the equation 1[12].
And the velocity is set to zero.

xi(t = 0) = xmin + (xmax − xmin) ∗ rand (1)

Optimization phase contains several itera-
tions, in each iteration the positions and
velocities of all particles are updated, in order

to reach the optimal solution; this is done
using the following velocity equation 4 and
position equation 5[13]:

local = w∗vi+c1 ∗r1 ∗(pBesti(t)−xi(t)) (2)

global = r2 ∗ (gBeti(t)− xi(t)) (3)

vi(t+ 1) = local + global (4)

xi(t+ 1) = xi(t) + vi(t+ 1) (5)

Finally the termination phase, one way is
reaching predefined number of iteration.

2. PSO-based tracking

Particle shape
Since we deal with frames (images) we rep-
resent each particle, in the same way as the
goal, as a window (rectangle shape) with
four dimensions, so each particle has center ,
width, and height. This window looks like the
shape of the goal.

Algorithm
In our system we have four phases for each
frame on each slave: Initialization, evaluate
phase, predict phase, and resample phase.
Initialization phase is done as same as stan-
dard PSO using equation 1 and the velocity
is set to zero. On the other hand evaluation
phase is used to evaluate the current position
of each particle with respect to the goal. How
far each particle from the goal? What is the
best particle of the swarm (global best)? And
what is the best position the particle has at
the current frame (local best)? All these ques-
tions are answered after each evaluation phase.

The three questions above are evaluated
using the fitness function, the input of this
function is a vector with four dimensions and
the output is a value representing the distance
of the particle’s histogram from the goal’s
histogram which is calculated using the hue
component of the HSV image.
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The predict phase is done with approxi-
mately seven iterations, in each iteration
all the particles are update their positions
according to the equation 2 and 3 respectively
in order to reach the best particle which is
the nearest to the goal.

Instead of making initialization phase in
each frame (which lead to lose the previous
positions of the particles in the frame), we
resample the particles in the search space for
next frame so as to maintain new position
near the previous one.

This is very important in the object tracking
because the new poison of the moving object
is assumed not far from its previous position.
So if we re-initialize the particles we will lose
this information that enables us to track the
object.

3. Parallel multiple objects tracking
The system is built using master-slave pro-
cessers, the master distribute objects among
slaves, each slave keep tracks its object using
PSO algorithm and returns the position in
each frame.
Decomposition
In our work we depend on domain decom-
position, where the data is decomposed and
is distributed among slaves. The master
distributes the user defined objects to slaves.
After that, each slave tracks its object, and
then returns the coordinates for all particles
to the master to be drawn on the frame.

Synchronization
We used the send and receive communication
operations to synchronize between master
processor and slaves and vice verse. Also a
barrier is used to insure the correctness of
the algorithm, we used a barrier in each slave
after receiving objects and before feature
extraction for the goal to prevent null array
on calculating histograms. Also we used

another barrier on the master before receiving
the results from slaves to insure drawing
particles on the same sent frame.
Figure 1 shows the pseudo code of our parallel
algorithm.

Figure 1: The master pseud code

4 Results and Experiments

This section presents the testing environment
in terms of software, hardware, and data, then
obtained results is explained.
Testing Environment

We implement the system under ubuntu 11,
the code was written on Massage Passing Interface
MPI, and this language enables to build parallel
programs.
The processors are Intel CoreTM i3-330M
(2.13GHz, 4Threads, 3M cache) RAM: 2GB
DDR3 @ 1066MHz.
We get the data in real time using the built in
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Figure 2: The slave pseud code

webcam of the computer.
Computational performance
The time for the master is 0.088, neglecting the
taken time by the user while selecting the object.
Tracking performance
Table 1 shows the results for our parallel algo-
rithm. As we see, we test the parallel algorithm
for two objects. The objects are different in their
motion, color, shape.

Table 1: Frames from video sequences ,each object
has different tracker)

Table 2: Frames from video sequences ,each object
has different tracker)

Table 3: Frames from video sequences ,each object
has different tracker)

5 Conclusions

In this research, a new methodology for solving
parallel real time general purpose multiple objects
tracking is introduced using PSO algorithm.
This system is built in master-slave processors,
where the master processor distributes the objects
among slaves, and all slaves track their objects
and return results to the master. The advantages
of this system are: it is a real time in dynamic
environment, general purpose object regardless of
the shape, color, motion, and the results showed
good parallel multiple objects tracking algorithm.
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